Magnetization dynamics fingerprints of an excitonic condensate $t^4_{2g}$ magnet
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The competition between spin-orbit coupling (SOC) $\lambda$ and electron-electron interaction $U$ leads to a plethora of novel states of matter, extensively studied in the context of $t^2_{2g}$ and $t^4_{2g}$ materials, such as ruthenates and iridates. Excitonic magnets—the antiferromagnetic state of bounded electron-hole pairs—are prominent examples of phenomena driven by those competing energy scales. Interestingly, recent theoretical studies predicted that excitonic magnets can be found in the ground state of SOC $t^4_{2g}$ Hubbard models. Here we present a detailed computational study of the magnetic excitations in that excitonic magnet, employing one-dimensional chains (via density matrix renormalization group) and small two-dimensional clusters (via Lanczos). Specifically, first we show that the low-energy spectrum is dominated by a dispersive (acoustic) magnonic mode, with extra features arising from the $\lambda = 0$ state in the phase diagram. Second, and more importantly, we found a novel magnetic excitation forming a high-energy optical mode with the highest intensity at wave-vector $q \to 0$. In the excitonic condensation regime at large $U$, we also have found a novel high-energy $\pi$ mode composed solely of orbital excitations. These features do not appear all together in any of the neighboring states in the phase diagram and thus constitute unique fingerprints of the $t^4_{2g}$ excitonic magnet, of importance in the analysis of neutron and resonant inelastic x-ray scattering experiments.
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I. INTRODUCTION

The search for conclusive experimental evidence for an excitonic condensate is a challenging task. Although the mathematical close similarity between BCS superconductors [1] and excitonic condensates [2–6] became apparent since early theoretical descriptions, superconductors have simple experimental “smoking guns”: Zero resistivity and the Meissner effect. However, thus far only a handful of experimental studies, such as momentum-resolved electron energy-loss spectroscopy of 1T-TiSe$_2$ [7], transport and optical conductivity measurements of quasi-one-dimensional Ta$_2$NiSe$_5$ [8–10], vanishing Hall resistance in bilayer electron systems [11], and tunneling experiments between graphene bilayers [12], have been interpreted as providing evidence of excitonic condensation.

Interestingly, the condensation of spinful excitons can also lead to the development of magnetism in the condensate [13–15]. Recently, 4$d$/5$d$ transition metal oxides [16–18], because of their robust spin-orbit coupling (SOC), have become common playgrounds to search for the predicted exciton magnets in real materials [19]. The delicate interplay between various energy scales in these compounds, i.e., robust SOC, Coulomb electron-electron interactions, and the kinetic energy of electrons, may drive condensation of spin-orbit excitons (electron-hole bound states in $J_{\text{eff}} = 1/2$ and $J_{\text{eff}} = 3/2$ bands). These excitons manifest as an atomic bound state involving $J = 1$ (triplons) in the large Hubbard $U$ limit. Their condensation leads to antiferromagnetic (AFM) ordering, hence named excitonic magnet [20]. In this context, exotic magnetic states have been recently analyzed in $t^4_{2g}$ SOC multiorbital systems via various theoretical and computational studies [20–26]. The presence of AFM correlations and the mechanism behind their development were recently under debate also in the double perovskite iridates Sr$_2$YIrO$_6$, Ba$_2$YIrO$_6$ (5$d^5$) [27–39] However, resonant inelastic x-ray scattering (RIXS) experiments [40] and theoretical studies [41] showed that the SOC is large enough to gap the triplon excitations, hence the excitonic condensation is unlikely to occur in these materials. Furthermore, other Ir-based compounds, such as Ba$_3$Zn(Y)Ir$_2$O$_9$ [42–44], Ba(Sr)ScIrO$_6$ [45], and SrLaNiIrO$_6$ [46], have displayed magnetism, or at least weak moments, instead of the expected $J = 0$ nonmagnetic state.

An intensively studied quasi-two-dimensional 4$d^5$ compound Ca$_3$RuO$_4$ also shows antiferromagnetism below $T_N \approx 110$ K [47]. Recently, inelastic neutron scattering (INS) results on Ca$_3$RuO$_4$ [48] displayed a gapped low-energy transverse spin-wave branch with XY-like dispersion and another gapped higher-energy amplitude branch, as moments are confined to the $a - b$ plane. Both branches were explained by...
incorporating SOC and tetragonal crystal-field splitting in spin-wave calculations using the phenomenological singlet-triplet model [49], which captures the triplon condensation. However, it is worth noting that the microscopic understanding of the magnetism in \( \text{Ca}_3\text{RuO}_4 \) is still highly debatable. Recent local-density approximation + dynamical mean-field theory calculations have indicated large \( x \)-orbital polarization \( (n_{xy} \approx 2) \) and \( n_{xz} \approx n_{yz} \approx 1 \) due to tetragonal splitting and the above result is nearly unaffected by SOC [50]. These findings suggest that \( \text{Ca}_3\text{RuO}_4 \) could be a conventional \( S = 1 \) Mott insulator. The low-energy in-plane transverse mode of INS has also been described using the \( S = 1 \) Heisenberg model with single-ion anisotropy (coming from SOC) via spin-wave theory [51]. These results suggest that SOC, though important, is not a decisive component to explain the ground state of \( \text{Ca}_3\text{RuO}_4 \). Moreover, reducing the flattening of the RuO\(_4\) octahedra by applying pressure leads to a transition to a ferromagnetic (FM) metallic state [52], as in the similar compound \( \text{Sr}_2\text{RuO}_4 \) with nearly no octahedral distortion, again indicating that tetragonal splitting is playing a major role in antiferromagnetism. In summary, in real materials, as those discussed above, the anisotropy in hoppings and lattice distortions add confusing complexities in the identification of the fundamental properties of the state under scrutiny.

Because at present it is unclear if a condensation of excitons occurs in any transition metal oxide, the study of simple idealized models of correlated electrons with SOC that realize this exotic state can help to clarify their basic fundamental properties, removing the distraction created by nonuniversal lattice distortions. It is for this reason that here we follow the above proposed route and study the simple degenerate three-orbital Hubbard model and the corresponding large-\( U \) spin-orbital model. By performing accurate and unbiased computer simulations of the magnetic excitations, employing state-of-the-art many-body techniques in low dimensions including quantum fluctuations, we managed to establish and report in this publication the presence of novel and unique features in the magnetic excitations of the AFM excitonic condensate which can be used in both INS and RIXS experiments as fingerprints of excitonic condensates.

II. RESULTS

A. Modeling the excitonic magnet

In this work we will focus on the three-orbital Hubbard model and the effective spin-orbital model (SL model) with \( S = L = 1 \). The latter can be derived [22] from the \( U \gg t, \lambda \) limit by perturbation theory.

The three-orbital Hubbard model has three terms: Kinetic energy \( H_K \), on-site Hubbard interactions \( H_{\text{int}} \), and SOC \( H_{\text{SOC}} \). The kinetic energy is

\[
H_K = \sum_{i,\sigma,\gamma,\gamma'} t_{\gamma\gamma'} (c_{i\sigma\gamma}^\dagger c_{i\sigma\gamma'} + \text{H.c.}),
\]

where \( c_{i\sigma\gamma} (c_{i\sigma\gamma}^\dagger) \) is the standard fermionic anihilation (creation) operator at site \( i \), with spin \( \sigma \) and orbital \( \gamma \). For simplicity, we consider a hopping unit matrix \( t_{\gamma\gamma'} = t \delta_{\gamma\gamma'} \) in orbital space as in previous studies of excitonic magnetism in the same model [22–25]. We fix \( t = 1 \) as the unit of energy in the present work.

The multiorbital Hubbard interaction consists of four standard components:

\[
H_{\text{int}} = U \sum_{i,\gamma'} n_{i\gamma} n_{i\gamma'} + (U'-J_H/2) \sum_{i,\gamma'<\gamma'} n_{i\gamma} n_{i\gamma'} - 2J_H \sum_{i,\gamma'<\gamma'} \mathbf{S}_{i\gamma} \cdot \mathbf{S}_{i\gamma'} + J_H \sum_{i,\gamma'<\gamma'} \left( P_{i\gamma}^\dagger P_{i\gamma'} + \text{H.c.} \right),
\]

where the first and second terms represent the intraorbital and interorbital Coulomb repulsions, respectively; \( n_{i\gamma} \) is the canonical electronic density operator. The third term is the Hund coupling, where \( \mathbf{S}_{i\gamma} = \frac{1}{2} \sum_{\gamma'} c_{i\gamma\gamma'}^\dagger c_{i\gamma\gamma'}^\dagger \) is the spin operator for site \( i \) and orbital \( \gamma \). In the fourth term, \( P_{i\gamma} = c^\dagger_{i\gamma} c_{i\gamma} \) is the pair annihilation operator, denoting pair hopping between different orbitals. We fixed \( J_H = U/4 \), as in many recent studies of multiorbital models [53] and employ the standard relation \( U' = U - 2J_H \) from rotational invariance.

The on-site SOC term is defined as follows,

\[
H_{\text{SOC}} = \lambda \sum_{i,\gamma',\sigma,\sigma'} \langle \gamma' | \mathbf{L}_i | \gamma' \rangle \cdot \langle \sigma | \mathbf{S}_i | \sigma' \rangle c_{i\gamma\gamma'}^\dagger c_{i\sigma'\sigma'},
\]

where the coupling \( \lambda \) is the SOC strength. The electronic density is fixed to 4 electrons per site to represent the idealized models of correlated electrons with SOC that realize this exotic state can help to clarify their basic fundamental properties, removing the distraction created by nonuniversal lattice distortions. It is for this reason that here we follow the above proposed route and study the simple degenerate three-orbital Hubbard model and the corresponding large-\( U \) spin-orbital model. By performing accurate and unbiased computer simulations of the magnetic excitations, employing state-of-the-art many-body techniques in low dimensions including quantum fluctuations, we managed to establish and report in this publication the presence of novel and unique features in the magnetic excitations of the AFM excitonic condensate which can be used in both INS and RIXS experiments as fingerprints of excitonic condensates.

We also used the \( SL \) model, shown below,

\[
H_{\text{SL}} = J_L^1 \sum_{\langle i,j \rangle} \mathbf{L}_i \cdot \mathbf{L}_j + J_L^5 \sum_i \mathbf{S}_i \cdot \mathbf{L}_i
\]

\[
+ J_L^2 \sum_{\langle i,j \rangle} (\mathbf{L}_i \cdot \mathbf{L}_j)^2 + J_L^5 \sum_i (\mathbf{S}_i \cdot \mathbf{L}_i)^2
\]

\[
+ J_L^5 \sum_{\langle i,j \rangle} \mathbf{S}_i \cdot \mathbf{S}_j (\mathbf{L}_i \cdot \mathbf{L}_j)^2 + \frac{\lambda}{2} \sum_i \mathbf{S}_i^2 \cdot \mathbf{L}_i. \tag{4}
\]

The details of exchange constants are given in the Methods section. Here we want to point out that (i) all exchange constants in the \( SL \) model are functions of the electron hopping \( t \) and interaction strength \( U \). (ii) The exchange constants in the above model are positive \( J_L^\alpha > 0 \) \( (\beta = L, S, SL) \) and \( \alpha = 1, 2, 3 \), except \( J_L^5 < 0 \) supporting spin ferromagnetism. (iii) To achieve not only qualitative but also quantitative agreement with the three-orbital Hubbard model, we kept the biquadratic \( J_L^2(SL) \) and triquadratic \( J_L^5(SL) \) terms. (iv) Unless stated otherwise, we will use \( U/t = 40 \) and we will vary the strength of the SOC \( \lambda \) parameter in this \( SL \) model. As shown below, with such a choice of parameters we find excellent agreement between both models for \( U \gg t, \lambda \). It is worth noting that the \( SL \) model provides a huge computational benefit for dynamical calculations compared to the three-orbital Hubbard model because of the reduced Hilbert space. The latter also allowed us to obtain results for small two-dimensional clusters using the Lanczos technique.

We solved the above models in one-dimensional geometries using the accurate numerical technique density matrix renormalization group (DMRG) [54,55]. Note that a wide variety of real materials do have dominant one-dimensional geometries in their crystal structure, either chains or ladders, and recent theoretical investigations have unveiled a wide
The EC region has robust staggered correlations in the triplet channel of the excitons (electron-hole pairs in $j_{\text{cH}} = 3/2$ and $j_{\text{eH}} = 1/2$ states), which also lead to AFM correlations in both spin and orbital. Furthermore, in recent work investigating the coherence length $\xi$ of exciton pairs, we showed that apart from the short-$\xi$ excitonic Bose-Einstein condensation (BEC) expected by perturbative calculations at large $U$, the EC also has a Bardeen-Cooper-Schrieffer (BCS) regime at intermediate $U$ with intermediate/large $\xi$.

Our goal is to find the answer to the following questions: What kind of magnetic excitations are present in the EC phase of $t_{2g}^4$ systems? Are there unique features (“fingerprints”) of this phase when compared to other possible phases? Clear answers to these questions can be used to identify the $t_{2g}^4$ excitonic condensation when using INS or RIXS experiments.

To answer the questions above, first we will discuss the three-orbital Hubbard model dynamical magnetic structure factors in both the BCS and BEC limits of the EC phase, calculated using the formula

$$M_{\alpha}(q, \omega) = \frac{1}{\pi} \text{Im}(\langle gs | M_{\alpha}(-q) \rangle - \frac{1}{\omega + i\eta - H + E_0} M_{\alpha}(q) | gs \rangle).$$

(5)

Here $| gs \rangle$ and $E_0$ stand for ground-state wave function and energy, respectively, and $M_{\alpha}(q)$ is the Fourier transform of the local magnetization operator $M_{\alpha} = 2S_{\alpha} + L_{\alpha}$ (see also the Methods section). Because the three orbital does not have any directional anisotropy, here we present only results for the $\alpha$ component of the total moment, but in several cases we verified that the transverse components give the same results. Furthermore, because the three-orbital calculations are computationally demanding, further investigation will be done using the large-$U$ SL model. In the latter, we will discuss subtle features of the strong-coupling magnetic excitations and also show the evolution of the spin and orbital excitations tuning $\lambda$ in the range shown in Fig. 1(a) (red arrow), searching for unique features in the magnetic excitations to identify the EC phase.

Figure 1(b) depicts one of the main results of our work, the dynamical magnetic structure factor in the strong-coupling limit, calculated for an $L = 16$ site chain and $(U/t, \lambda/t) = (40, 0.45)$. The results are dominated by two features: (i) At small frequencies $\omega$, we found a Goldstone-like mode (dispersive spin waves) as expected in an AFM state with a small bandwidth $\sim 0.06\omega$, raising from the dominant $\omega \pi$ wave vector a maximum at $q = \pi/2$, and then going down in energy and intensity when approaching $q = 0$. (ii) Surprisingly, at $\omega/t > 0.3$ (several times the spin-wave bandwidth) we found a gapped optical mode (weakly momentum dependent in energy). The intensity of this mode is largest in the $q = 0$ region. Its intensity decreases when increasing $q$, but eventually the intensity increases again near $q = \pi$ leading to a soft patchlike feature at $q = \pi$. The latter mode only appears at small $\xi$ and arises primarily from orbital excitations (as discussed later on).

We also performed similar calculations for $(U/t, \lambda/t) = (8, 1.15)$ in the BCS limit shown in Fig. 1(c). Similarly as in the BEC regime, the low-energy spectrum is dominated by a low-energy acoustic branch with bandwidth $\sim 0.1t$. Also as
in BEC, we observe an $\omega \sim 0.9\pi$ optical mode, again with its largest intensity at $q = 0$ and this time with no soft patch at $q = \pi$, contrary to BEC. Because of slow convergence issues at large $\omega$, Fig. 1(c) is more noisy in the gapped mode. Nevertheless, clearly the magnetic excitations in the excitonic phase in both the BCS and the BEC limits share common features: A low-energy spin-wave mode sharpest at $q \sim \pi$, and a high-energy optical mode sharpest at $q \sim 0$.

**C. SL model results**

To investigate with better resolution the prominent acoustic and optical modes unveiled in the three-orbital Hubbard model, consider now the strong-coupling SL model. Figure 2 shows a comparison between the three-orbital Hubbard and SL models at $U/t = 40$ and various values of the SOC strength $\lambda$. Panels (a) and (b) depict the static spin $S(q)$ and orbital $L(q)$ structure factors, respectively, as calculated generically using $A(q) = (1/L) \sum_{i,j} e^{i q \cdot (\mathbf{r}_i - \mathbf{r}_j)} \langle \mathbf{A}_i \cdot \mathbf{A}_j \rangle$, with $\mathbf{A}_i$ either $\mathbf{S}_i$ or $\mathbf{L}_i$. Evidently from the presented results, the SL model captures all the phases extremely accurately, namely, (i) a FM + IOO phase at small $\lambda$, with incipient AFM tendencies (strong peak at $q = 0$ and weak peak at $q = \pi$) at $\lambda/t = 0.3$; (ii) the excitonic condensate AFM phase at $\lambda/t = 0.45$; and (iii) the NMI phase at $\lambda/t = 0.9$, the latter showing no order as reflected by flat static structure factors.

Figure 2(c) displays the evolution of $S(\pi)$, $S(\pi)$, and $L(\pi)$ with $\lambda/t$. At $\lambda < 0.19\pi$ the system is FM, while AFM tendencies start above $\lambda/t = 0.19$. The latter is accompanied by staggering in excitons as measured by $\Delta_m = \frac{1}{L} \sum_{i-\pi < i'} (-1)^{i-i'} (\Delta_{1/2,0}(i)\Delta_{1/2,0}(i') \Delta_{1/2,0}(i)\Delta_{1/2,0}(i'))$ in the three-orbital model, as shown in Fig. 2(d), where $\Delta_{1/2,0}(i)$ is an exciton creation operator at site $i$ (for details see Ref. [23]). Both the AFM and the excitonic order are maximized near $\lambda \sim 0.45\pi$. For $\lambda/t > 0.55$ the system becomes nonmagnetic.

Consider now the magnetic excitations of the SL model at $(U/t, \lambda/t) = (40, 0.45)$ shown in Fig. 3(a), where the excitonic magnetic phase is the strongest. Because of the better momentum resolution of the SL model compared with the three-orbital model, now more subtle features of the optical mode near $\omega/t \sim 0.3$ become visible. As discussed earlier (using the three-orbital model), the optical excitation is well defined at $q \sim 0$. The advantage of the SL model is that now three decaying branches become prominently revealed moving away from $q = 0$ (dashed lines are guides to the eyes). A high intensity patch at $q \sim \pi$ near $\omega/t \sim 0.3$ is also present, as in the three-orbital results.

To better understand the optical excitations, we performed Lanczos studies on small chain clusters of $L = 4$ and 6 sites. This allows for an intuitive analysis of the eigenstates contributing to the optical mode. Remarkably, even in these small Lanczos systems, similar optical modes as in DMRG were clearly found. From the exact ground state of those clusters, we observed that primarily two excited states contribute to the optical mode, denoted by $|O_1^{\text{opt}}\rangle$ and $|O_2^{\text{opt}}\rangle$. Expanding $|\text{gs}\rangle$ and those two excited states $|O_1^{\text{opt}}\rangle$ and $|O_2^{\text{opt}}\rangle$ in the local $|J_x, J_y\rangle$ basis (the natural basis at strong $\lambda/t = 0.45$ and $L = 6$)

$$
|\text{gs}\rangle = \sum_j c_j e^{i \pi j} |0, 0\rangle_j - |1, 0\rangle_j|0, 0\rangle_{j+1} + \ldots, 
$$

where dominant $L|c_g|^2 \approx 0.62$ over other weights (the triplon is in only one site $j$). The above wave function indicates that the ground state represents one triplon with momentum $\pi$. Similarly, we found the excited states are dominated by two terms in the basis used, namely,

$$
|O_1^{\text{opt}}\rangle = \sum_j c_j e^{i \pi j} |0, 0\rangle_j - |2, 0\rangle_j|0, 0\rangle_{j+1} + \ldots, 
$$

$$
+ \sum_j c_j' e^{i \pi j} |1, 0\rangle_j |0, 0\rangle_{j+1} |1, 0\rangle_{j+2} + \ldots, 
$$

where the first term has a quintuplon only at site $j$, while the second term has two triplons at $j$ and $j + 2$ sites. Regarding their weights $|c_j|^2 \approx 0.303$, $|c_j'|^2 \approx 0.105$, $|c_1|^2 \approx 0.127$, and $|c_2|^2 \approx 0.208$ so that $L|c_1|^2 + |c_2|^2$ are $\approx 0.62$ and 0.35 for $l = 1$ and 2, respectively. The comparable values of coefficients $|c_j'|$, for given $l$, show that both the $J = 2$ and the $J = 1$ states are involved in the optical modes in the EC. The above analysis also suggests that the $q = 0$ optical excitation

![Graphical representation](image-url)
predominantly arises from the (i) $J = 1 \rightarrow J = 2$ and (ii) $J = 0 \rightarrow J = 1$ transitions. Furthermore, our Lanczos results indicate that the simple singlet-triplet models (ignoring $J = 2$ states) used to analyze the EC spin-wave spectrum [49] cannot properly describe the optical excitations discussed here (though they can still correctly predict the ground state). Investigations at smaller $\lambda/t$’s in the BEC phase, where the ground state has multiple triplons, yield similar conclusions, further supporting the origin of the optical excitations.

To confirm the above scenario using larger lattices (available to the DMRG method), we have evaluated the susceptibility of the $\Delta J = 1$ transitions, defined as

$$P_{J}^{\alpha}(q, \omega) = -\frac{1}{\pi} \text{Im}(\langle \text{gs}|(p_{q}^{\alpha})|\omega + i\eta - H + E_{0}|\text{gs}\rangle).$$

where $P_{J}^{\alpha}$ is the Fourier transform of operators which excite the site $i$ from the state $|J', 0\rangle$, to the state $|J, 0\rangle$, i.e., $P_{J}^{\alpha} = |J, 0\rangle\langle J', 0|$. In our analysis we focused on the transition suggested by Lanczos results ($J = 1 \rightarrow 2$ and $J = 0 \rightarrow 1$) and also on $J = 1 \rightarrow 0$ since the symmetric operator $M_{z}$ in the $|J, J_{z}\rangle$ basis connects such states as well. Although the $J = 2 \rightarrow 1$ excitations are also allowed by the selection rules, we ignore them since $J = 2$ states have a vanishing contribution to the ground state in the excitonic condensate BEC regime.

The dynamical susceptibilities are shown in Figs. 3(d)–3(f). Our results indicate, in agreement with conclusions reached from Lanczos data, that the $J = 1 \rightarrow 2$ excitation clearly relates to the top-most branch of the optical mode, while the other two branches of the optical mode arise from the $J = 0 \rightarrow 1$ excitations. Furthermore, we found that the slightly less intense patch at $q \sim \pi$ near $\omega \approx 0.3\pi$ arises from the $J = 1 \rightarrow 0$ excitation. Finally, only the excitations between $J = 0$ and $J = 1$ contribute toward the acoustic mode.

We can understand the momentum dependence of the optical excitations by analyzing the spin-orbit excitonic excitations ($J = 0 \rightarrow 1$ and $J = 0 \rightarrow 2$) in momentum space. In the NMI state, it is known that both $J = 0 \rightarrow 1$ and $J = 0 \rightarrow 2$ spin-orbit excitons have cosine-like bands with minima at momentum $k = \pi$ and a gap $\lambda$ between $J = 1$ and $J = 2$ states [22]. In the BEC phase, we found that the $J = 0 \rightarrow 1$ excitation is heavily renormalized due to triplon condensation, i.e., the acoustic mode in Fig. 3(e), and it is safe to assume that $J = 0 \rightarrow 2$ excitations has still a cosine-like band because high-energy quintupons are not important in the condensation of triplons. These heuristic arguments lead to the sketch presented in Fig. 3(c). Now it is clear that excitations of triplon with momentum $k = \pi$ to quintupon with momentum $k = \pi$ should have $\Delta k = 0$ and cosine dependence on $q$, explaining the optical excitation in Fig. 3(d). This excited $J = 2$ state can decompose into two triplons, as shown in Fig. 3(c), which leads to two more optical branches following the dispersion of the acoustic branch but at higher energy because the $J = 2$ state is involved. This explains the presence of both optical branches of $J = 0 \rightarrow J = 1$ excitations in Fig. 3(e), i.e., (i) the optical branch with nonmonotonic dispersion, extending up to $q = \pi$, and (ii) the other optical branch with energy decreasing as $q$ increases.

**D. SOC dependence**

Figure 4 shows the evolution with $\lambda/t$ of individual contributions to the magnetic excitations, namely, the dynamical spin and orbital structure factor, $S_{J}(q, \omega)$ and $L_{J}(q, \omega)$, respectively. In the FM phase, $S_{J}(q, \omega)$ and $L_{J}(q, \omega)$ are identical. The excitonic condensate, there are spin waves in $S_{J}(q, \omega)$ emerging from $q = 0$, as expected for a canonical FM state. $L_{J}(q, \omega)$ is also gapless and has a maximum intensity close to $q = 2\pi/3$. The presence of a broad continuum in $L_{J}(q, \omega)$ at elevated $\omega$ indicates that the system is an orbital spin liquid state. In the $\lambda \rightarrow 0$ limit, the SL model can be written as a bilinear-biquadratic Hamiltonian, for which fractionalization with ordering vector $q = 2\pi/3$ was recently observed [70,71]. Interestingly, the FM spin waves lose intensity in $(\omega, q)$ space where a continuum of orbital excitations exist.
Finally, we also present results in the nonmagnetic phase at large SOC [$\lambda/t = 0.6, 0.8$, panels (m–p)]. Here both spin and orbital excitations are gapped and now the optical mode’s lower branch is connected with the acoustic mode leading to the formation of a single band corresponding to the $J = 0 \rightarrow 1$ excitation. This is consistent with the nonmagnetic phase ground state being predominantly a direct product of local singlets, $|GS\rangle_{NM} \approx |0, 0, 0, 0, 0, 0\rangle_L$, and hence $J = 0$ to $J = 1$ transitions primarily contribute to the magnetic excitations.

To unveil what energy scale dominates the optical mode position, we calculated $S(q, \omega)$ with Lanczos using a $L = 6$ chain at various $\lambda/t$’s and $U/t$’s. To help readers, in Fig. 5(a) we show the BEC region in the $\lambda/t$/$U/t$ phase diagram of the SL model. Colors are chosen based on the energy $\omega_{q=0}^{opt}$ of the $q = 0$ optical excitation. We use two paths: $P_1$ at constant $U/t = 40$ [Fig. 5(b)] and $P_2$ at constant $\lambda/t = 0.25$ [Fig. 5(c)]. Evidently, the optical mode energy increases approximately linearly with $\lambda/t$ (roughly $\approx 0.67\lambda/t$), whereas it is rather independent of $U/t$. These findings are consistent with our previously discussed qualitative description of the optical mode as an intrasite excitation. In strong coupling, $U/t$ only enters via the exchange terms. Note that the $J = 1 \rightarrow 2$ excitation energy is only mildly renormalized from $\lambda$ (in the pure atomic limit) to nearly $0.67\lambda$.

FIG. 4. Panels on the left- and right-hand side show the evolution of the dynamical spin structure factor $S_s(q, \omega)$ and dynamical orbital structure factor $L_o(q, \omega)$ of the SL model, respectively, with increasing $\lambda/t$. An $L = 36$ chain was used for all results at fixed $U/t = 40.0$, $\Delta\omega/t = 0.01$, and $\eta/t = 0.02$.

For $\lambda/t \gtrsim 0.2$, in the region where excitons acquire staggering order [panels (e and f)], we observe the development of the $q \rightarrow 0$ optical mode in both the spin and the orbital excitations. Furthermore, the orbital excitations $L_o(q, \omega)$ are heavily renormalized, forming gapless excitations at $q = \pi$ with large intensity. Further increasing $\lambda/t$ inside the BEC region—panels (e–n) for $\lambda/t = [0.20, 0.32, 0.45, 0.50]$—increases the energy of the $q = 0$ optical mode. Simultaneously, the spin acoustic mode, $S_s(q \rightarrow \pi, \omega \rightarrow 0)$, increases in intensity, while the FM contribution $S_s(q \rightarrow 0, \omega \rightarrow 0)$ decreases. The complexity of the acoustic mode can be attributed to the competition between FM spin exchange in the absence of SOC and the AFM tendencies due to the staggered excitons in the EC region. It is interesting to note that the $q = \pi$ high-energy mode is mainly captured by orbital excitations; see panels (j and l).

E. Two dimensions

We complete our study discussing the dependence of our results on the dimensionality of the lattice. Using the Lanczos method, we studied the 8-site tilted square cluster [see inset of Fig. 5(d)], widely employed in other contexts because it preserves the $D_{4h}$ symmetry of the square lattice. In Fig. 5(d), fixing $U/t = 40$, $J_q = U/4$ and tuning $\lambda/t$, we show the evolution of the orbital structure factors $L_o(q)$ at momentum $q = (\pi, \pi)$ and the spin static structure factors $S_s(q)$ at momenta $q = (0, 0)$ and $(\pi, \pi)$. The transition from FM to AFM order and eventually to a nonmagnetic state with increasing $\lambda/t$ is similar as observed in one-dimensional chains [compare with Fig. 2(e)]. Figure 5(e) shows the dynamical $M(q, \omega)$ at $\lambda/t = 0.76$, where $S(\pi, \pi)$ is maximized and hence provides a good representative point for the BEC excitonic magnet phase. Interestingly, similarly as in chains, we again found a dominant low-energy AFM acoustic (magnon) mode, with highest intensity at $q = (\pi, \pi)$, a small-intensity $q = (0, 0)$ peak caused by the FM-phase vicinity, and, more importantly, a high-energy optical mode at $\omega/t \approx 0.5$ with largest weight at $q \rightarrow (0, 0)$. The above results show that the long wavelength optical mode in the BEC phase is not limited to chains but extends to planes and can be used as a fingerprint of the excitonic condensation in quasi-two-dimensional $t_{2g}^3$ materials as well.
the $\lambda \rightarrow 0$ case. (ii) A novel optical mode with sharp intensity in the $q \rightarrow 0$ limit, notorious in our results. Using the effective $SL$ model we showed that the optical mode originates from the $J = 1 \rightarrow 2$ and $J = 0 \rightarrow 1$ transitions. Our Lanczos study on small systems and DMRG investigation on larger systems has shown that the coexistence of both features—distorted spin wave and optical mode—are uniquely associated to the excitonic magnet by comparing with other phases in the phase diagram. As a consequence, such features can be used as fingerprints of the excitonic magnet in the analysis of INS or RIXS experimental data for $t_{2g}^4$ materials.

A gapped high-energy mode was also observed in the magnetic excitations of Sr$_2$IrO$_4$ ($t_{2g}^4$) in RIXS experiments [72,73]. This excitonic band of Sr$_2$IrO$_4$ is the excitation of an electron from a low-energy $j_{\text{eff}} = 3/2$ band (fully occupied by electrons) to a high-energy $j_{\text{eff}} = 1/2$ band (half filled occupied). However, in this case, the ground state is a $j_{\text{eff}} = 1/2$ Mott insulator, not an excitonic condensate. This RIXS spin-orbit exciton can be described as a doped single hole (or electron) in a half filled one-orbital Hubbard model. The reason is that the excited electron in the $j_{\text{eff}} = 1/2$ band and the hole in the $j_{\text{eff}} = 3/2$ band form a local bound state [74].

The optical band unveiled in our $t_{2g}^4$ study cannot be described by a similar rationale as in the $t_{2g}^6$ case. In an excitonic magnet, the spin-orbit excitons (triplons) are already preformed in the ground state, and the excitations correspond to the annihilation of a $J = 1$ trion (i.e., a spin-orbit exciton) followed by the creation of a $J = 2$ quintuplon (another spin-orbit exciton). The quintuplon excitation can split into two trions by the action of the Hamiltonian, but they are still trions interacting with one another. Hence, the state with interacting trions can be captured by single-trion-to-triplon excitations as well. In simpler terms, while in the $t_{2g}^6$ case the optical mode is the creation of an individual exciton starting with no excitons in the ground state, the $t_{2g}^4$ optical mode reported here represents a $J = 1$ exciton to $J = 2$ exciton transition. This can only happen when $J = 1$ excitons are already present in the ground state, as in the EC ground state of our focus.

Recent RIXS experiments on Ca$_2$RuO$_4$ [75] reported a high-energy optical mode at energy $\approx 0.32$ eV and attributed it to $J = 0 \rightarrow 2$ excitations using single-atom states. However, due to strong tetragonal splitting in Ca$_2$RuO$_4$, the gap between $J = 1 \rightarrow 2$ is of similar size [75]. Assuming Ca$_2$RuO$_4$ has triplon condensation in the ground state, as suggested in various works [48,49,76–78], we may expect a $J = 1$ optical mode near the same energy, measurable by INS experiments. Finding this optical mode by increasing the experimental energy range may help to clarify the microscopic understanding of the ground state of Ca$_2$RuO$_4$.

Furthermore, our findings may be of direct relevance for one-dimensional $t_{2g}^4$ materials, such as OsCl$_4$ [79] and Sr$_3$NaIrO$_6$ [80]; the latter is especially of interest because a recent experimental study [81] showed the presence of short-range AFM correlations and gapless spin excitations resembling the AFM excitonic condensate phase. Interestingly, one-dimensional stripes can also be engineered starting from higher dimensional compounds, as recently shown for Sr$_2$IrO$_4$ ($t_{2g}^4$) [82]. Our study should further encourage experimentalists to synthesize other low-dimensional $t_{2g}^4$ materials.
and investigate their magnetic excitations with INS or RIXS searching for the above reported fingerprints of an exciton magnet.

**IV. METHODS**

**A. DMRG method**

For the three-orbital Hubbard model we used the corrected single-site DMRG algorithm with correction \( \alpha = 0.001 \) [83], keeping up to 1500 states and performing 35 finite sweeps for proper convergence. We applied the two-site DMRG for the SL model, keeping up to 1500 states and maintaining the truncation error below \( 10^{-6} \). For the main results of this work, i.e., the dynamical magnetic structure factors, we used the correction vector method dynamical DMRG [84] assisted by the Krylov-space approach [85].

**B. Exchange constants in the SL model**

As described in the main text, the SL model can be derived from the three-orbital model in the large-\( U \) target method to calculate the dynamical structure factors. We used the Krylov-space-based DMRG-correction vector method dynamical DMRG [84] assisted by the dynamical magnetic structure factors, we used the correction vector method dynamical DMRG [84] assisted by the Krylov-space approach [85].

In the equation above, \( A_{ij}(\omega) \) is defined as

\[
A_{ij}(\omega) = -\frac{1}{\pi \eta} \text{Im} \langle gs | A_j^\dagger \omega + i \eta - H + E_0 | gs \rangle A_i | gs \rangle,
\]

where the operator \( A \) can be \( S_z \), \( L_z \), or \( P \). To reduce computational cost, in Eq. (9) we fixed site \( i = L/2 \) at the center of the chain and instead used

\[
A(q, \omega) = \frac{1}{\sqrt{L}} \sum_j e^{i q(j-L/2)} A_{Lz,j}(\omega).
\]

Furthermore, we also used the Parzen filter to reduce the finite-size effects [84]. To reproduce the data shown in this publication, the free and open source DMRG ++ program [86] and input files are available at [87].
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