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An insulating ferromagnetic (FM) phase exists in the quasi-one-dimensional iron oxychalcogenide
Ce2O2FeSe2, but its origin is unknown. To understand the FM mechanism, here a systematic investigation
of this material is provided, analyzing the competition between ferromagnetic and antiferromagnetic
tendencies and the interplay of hoppings, Coulomb interactions, Hund’s coupling, and crystal-field
splittings. Our intuitive analysis based on second-order perturbation theory shows that large entanglements
between doubly occupied and half filled orbitals play a key role in stabilizing the FM order in Ce2O2FeSe2.
In addition, via many-body computational techniques applied to a multiorbital Hubbard model, the phase
diagram confirms the proposed FM mechanism.
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Introduction.—The understanding of the superexchange
phenomenon in transition metal compounds continues
attracting the attention of the condensed matter community
[1–4]. Superexchange theory based on atomic-limit sec-
ond-order perturbation theory in the hopping amplitudes
dominates for many insulators [1–3]: as illustrated in
Fig. 1(a), the Heisenberg coupling between two half filled
orbitals is antiferromagnetic (AFM). However, via third-
order perturbation theory, the case involving half filled and
empty orbitals, coupled with partially filled orbitals via
Hund’s coupling JH, Fig. 1(b), leads to ferromagnetic (FM)
order instead. Being third order, the FM coupling magni-
tude is smaller than the AFM superexchange. Also at third
order, the case involving fully filled and half filled orbitals,
also coupled with partially filled orbitals via JH, Fig. 1(c),
should also be FM [2,5].
Generally, magnetic insulators exhibit multiple types of

active interactions, including the kinetic exchange, nor-
mally AFM and dominant, and the direct exchange,
normally FM and weak [1]. For stronger FM order,
mechanisms such as double exchange are invoked,
but the induced state is metallic [7,8]. Thus, the canonical
stereotype is that magnetic insulators are primarily
antiferromagnets and magnetic metals are primarily
ferromagnets.
However, robust FM insulators are known experimen-

tally, such as BiMnO3 with orbital order [9], double
perovskite Sr3OsO6 [10], 90° bond CrSiTe3 [11], and
others [12–21]. Materials with 180° and 90° bond cases
can be qualitatively understood by the semiempirical
Goodenough-Kanamori-Anderson (GKA) rules [1–3,
22–25]. But other cases are more challenging if the
cation-anion-cation bond angle deviates substantially from

180° or 90°, or if the crystal-field symmetry of the magnetic
ion is more complicated than in the octahedral co-
ordination. The many FM insulators found experimentally
suggest the GKA rules are probably incomplete.
In this Letter, we explain the FM insulating state

in the quasi-one-dimensional (Q1D) Ce2O2FeSe2 (COFS)
material. The new concept we introduce is that, due to
geometrical reasons, some of the interorbital electronic
hopping amplitudes can become comparable, or even
larger, than the intraorbital hoppings, allowing for FM
order to dominate over AFM order. We show explicitly that
for COFS, at robust JH, remarkably FM order defeats AFM
order, unveiling a noncanonical mechanism to generate a
FM insulator. Our study only requires second-order per-
turbation theory and thus is directly comparable in magni-
tude to Anderson’s superexchange.
Model system.—Low-dimensional materials and models

attract considerable attention [26–37]. Experiments showed
that Q1D COFS, structurally related to the LnFeAsO
family, has a large magnetic moment ∼3.14–3.33 μB on
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FIG. 1. Sketch of the basic superexchange cases known (a)–(c).
Blue lines and black arrows represent the orbitals and electrons
with spin up or down, respectively. The two-way thin arrows
indicate the overlap between intersite orbitals. Gray thick arrows
in the green dashed circles indicate virtual hopping processes.
Real materials might host more than one exchange, introducing
competition between them [6].
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Fe2þ (3d n ¼ 6 electrons) and is ferromagnetically coupled
along the dominant chain direction [38,39]. Each chain is
made of distorted edge-sharing FeSe4 tetrahedra and the
Fe─Se─Fe bond is 71°, highly deviating from 90°.
Experiments showed that the Fe─Se─Ce interactions are
much weaker than the Fe-Se-Fe nearest-neighbor (NN)
interactions. Thus, COFS is essentially a 1D chain system
[39], with weak coupling between chains. The experimen-
tal gap ∼0.64 eV shows this material is insulating [38].
Thus, COFS with robust magnetic order at 176 K is an
excellent candidate to study deviations of the GKA rules to
explain FM insulators.
Density functional theory (DFT) results.—From DFT

[40–42], the band structure of the noninteracting non-
magnetic phase of COFS is more dispersive along the chain
direction (Γ-X=S-Y path) than other directions, indicating
dominant one-dimensional behavior along the kx axis
[Figs. 2(a)–2(c)]. Hopping amplitudes and crystal-field
splitting energies for the five 3d iron orbitals were extracted
using the maximally localized Wannier functions [43,44]
and they are in Fig. 2(d). Including the Hubbard U and
magnetism, experiments suggest that COFS should be a
Mott insulator with no bands crossing the Fermi level.
As shown in Fig. 2(d), the orbital dx2−y2 has the largest

NN intraorbital hopping and the lowest on site crystal-field
energy level. Besides the intraorbital hoppings, our results
indicate that the interorbital hoppings—i.e., nonzero off-
diagonal matrix elements—are also robust. These impor-
tant interorbital hoppings lead to orbital entanglement. The
five orbitals can be naturally divided into three sectors:
sector 1 fdz2g (primarily isolated), 2 fdx2−y2 ; dyzg, and 3
fdxz; dxyg. From the DFT hopping amplitudes and crystal
fields, the total bandwidth for each sector is, roughly, ∼1,
2.3, and 1 eV, respectively, with sector 2 having the largest
bandwidth [45]. Note that Fig. 2(d) is only a sketch and
should not be confused with the bands of Fig. 2(a).
If only the kinetic term and crystal-field splitting were

included, i.e., at U ¼ 0 and JH ¼ 0, sectors 2 and 3 will
form entangled bonding and antibonding states with band

gaps between them [Fig. 2(b)]. The six electrons would fill
energy levels with three spins up and three spins down
forming a nonmagnetic state, with electrons distributed in
each sector as f2; 2; 2g, respectively. However, at large U
and JH [Fig. 2(e)] orbitals are decoupled and localized
forming a Mott phase, and the six electrons fill energy
levels with five spins up and one spin down, leading to a
high-spin state. Electrons are distributed in each sector as
f1; 3; 2g, respectively. The extra electron (pointing down)
will be in orbital dx2−y2 , due to its lowest crystal-field
energy. Because COFS is an insulator with Fe2þ in a high-
spin state [38,39], from this analysis, the most relevant
three orbitals are fdz2 ; dyz; dx2−y2g from sectors 1 and 2 and
are, thus, the basis in our Hamiltonian analysis below.
Orbitals fdz2 ; dyz; dx2−y2g are labeled fγ0; γ1; γ2g for
simplicity.
Figures 2(f) and 2(g) provide an intuitive perspective of

the effective orbitals and the overlaps between orbital γ1 for
Fe1 and γ2 for Fe2. These effective orbitals are a combi-
nation of the Fe d and the Se p orbitals. The dominant
overlaps are mainly contributed by the Se p orbitals; i.e., Se
as the Fe─Fe bridge is crucial in the hybridization. A direct
overlap between d orbitals is also observed, due to the short
distance (∼2.84 Å) between NN irons. The entanglements
between orbitals, compatible with the large hopping t12,
plays a key role in COFS, as discussed below.
Hubbard model.—To understand the magnetism of

COFS, a three-orbital Hubbard model for the Fe chain
was constructed [46], including tight-binding kinetic
energy and on site Coulomb interaction energy terms
H ¼ Hk þHint. The kinetic portion is

Hk ¼
X
iσγγ0

tγγ0 ðc†iσγciþ1σγ0 þ H:c:Þ þ
X
iσγ

Δγniσγ; ð1Þ

where the first term represents the electron hopping from
orbital γ at site i to orbital γ0 at the NN site iþ 1. For
simplicity, only the most important NN hopping amplitudes
(eV units) are included [48],
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FIG. 2. (a) DFT iron 3d orbital-resolved band structure. (b) Sketches of bonding and antibonding states at small U and JH and their
close relation with the band structure in (a). The total population of electrons considered is six electrons to fill the energy levels (thick
arrows). (c) DOS, from DFT calculations, for the nonmagnetic phase. (d) Crude sketches of the crystal-field splitting and dominant NN
hopping parameters for the five orbitals. (e) Orbitals and their population at large U and JH . The spin down marked with a dashed oval
plays a key role in the FMmechanism described in this Letter. (f),(g) EffectiveWannier functions (WFs) of orbital γ1 for Fe1 (in pink and
purple) and γ2 for Fe2 (in blue and yellow). The robust overlap between these two WFs, related to the amplitude of hoppings t12, are
indicated by the dashed red ovals.
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tγγ0 ¼

2
64
0.187 −0.054 0.020

0.054 0.351 −0.349
0.020 0.349 −0.433

3
75: ð2Þ

Δγ is the crystal-field splitting of orbital γ; i.e.,
Δ0 ¼ −0.277, Δ1 ¼ −0.203, and Δ2 ¼ −0.720 eV,
respectively. The total kinetic energy bandwidth W is
2.085 eV.
The model’s electronic interaction—intraorbital

Hubbard repulsion, interorbital repulsion at different orbi-
tals, Hund’s coupling, and pair hopping terms—is

Hint ¼ U
X
iγ

ni↑γni↓γ þ
�
U0 −

JH
2

�X
i

γ<γ0

niγniγ0

− 2JH
X

i
γ<γ0

Si;γ · Si;γ0 þ JH
X

i
γ<γ0

ðP†
iγPiγ0 þ H:c:Þ; ð3Þ

where U0 ¼ U − 2JH is used and Piγ ¼ ci↓γci↑γ .
Second-order perturbation theory.—Consider the limit

where the hoppings tγγ0 ≪ U, JH are the perturbation. A
sketch is in Fig. 3, considering two sites and three orbitals
with population f1; 1; 2g and focusing on the U, U0, JH,
and Δγ terms (the pair hopping is widely considered to
play a secondary role in calculations of this kind). For
nondegenerate states, second-order perturbation theory to
the ground state (state 1) always lowers the energy by

ΔE1 ¼ −
X
m≠1

jhψ0
mjH0jψ0

1ij2
E0
m − E0

1

: ð4Þ

For both the FM and AFM unperturbed states, the
ground state atomic energy is

E0
1 ¼ 2U þ 10U0 − 6JH þ 2Δ0 þ 2Δ1 þ 4Δ2: ð5Þ

(a) For the FM case, the intraorbital hopping is forbidden
due to the Pauli principle. As for the excited state induced
by the off-diagonal hopping, the energy is

E0
exc ¼ 2U þ 11U0 − 7JH þ 2Δ0 þ 3Δ1 þ 3Δ2: ð6Þ

By using this second-order perturbation theory, the DFT-
deduced hoppings and crystal fields, and the widely
employed ratio JH=U ¼ 1=4 for iron superconductors,
the total energy gain of the FM configuration due to t12 is

ΔEFM ¼ jhψ0
excjH0jψ0

1ij2
E0
1 − E0

exc

¼ −
jt12j2

U − 3JH þ Δ1 − Δ2

: ð7Þ

(b) For the AFM case, the energy of the diagonal
intraorbital hopping excited state is

E0
exc11 ¼ 3U þ 10U0 − 5JH þ 2Δ0 þ 2Δ1 þ 4Δ2: ð8Þ

Thus, the energy gain for the AFM configuration due to
the intraorbital hopping t11 (or t00) is

ΔEAFM−11 ¼
jhψ0

excjH0jψ0
1ij2

E0
1 − E0

exc11

¼ −
jt11j2

U þ JH
: ð9Þ

For the same AFM case, the energy of the off-diagonal
hopping t12 excited state is

E0
exc12 ¼ 2U þ 11U0 − 5JH þ 2Δ0 þ 3Δ1 þ 3Δ2: ð10Þ

The energy gain for the AFM configuration due to the
off-diagonal hopping t12 is

ΔEAFM−12 ¼
jhψ0

njH0jψ0
1ij2

E0
1 − E0

n

¼ −
jt12j2

U − JH þ Δ1 − Δ2

: ð11Þ

The total energy gained in the AFM state from the t00,
t11, and t12 terms, using the same DFT and Hund param-
eters as in the FM case, is

ΔEAFM ¼ −
jt00j2

U þ JH
−

jt11j2
U þ JH

−
jt12j2

U − JH þ Δ1 − Δ2

:

ð12Þ

It can be shown that, forU ≳ 2.17 eV, i.e.,U=W ≳ 1.04,
jΔEFMj > jΔEAFMj. The large off-diagonal t12 hopping
plays the key role on the dominance of ferromagnetism
over antiferromagnetism. Note the important role of JH as

(a) FM

(b) AFM

γ1

γ0

γ2

unperturbed                excited                         excited
diagonal hopping        off-diagonal hopping

| > | > | >

FIG. 3. Sketches of unperturbed and excited states for diagonal
and off-diagonal hoppings. Both (a) FM and (b) AFM cases are
considered. For the FM case, the diagonal hopping is forbidden
(red ovals) due to the Pauli exclusion principle.
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well: repeating the calculation for JH ¼ 0, the result is
reversed and the AFM state wins. Varying JH, a transition
AFM-FM occurs. Specifically, for U ¼ 10 eV, the critical
ratio is JH=U ∼ 0.2 as in the density matrix renormalization
group (DMRG) results next.

DMRG and phase diagram.—The magnetic phase dia-
gram (Fig. 4) was calculated varying U=W and JH=U
using the DMRG++ code [49–53]. We found four dominant
regimes in our calculations: (1) M-PM, (2) MI-AFM,
(3) OSMP-FM, and (4) MI-FM. At U=W ≲ 1, the system
is metallic and nonmagnetic (M-PM), as expected. As
U=W increases (in particular, as U=W ≳ 1), the system
becomes a Mott insulator with AFM spin ordering up-
down at JH=U ≲ 0.21 (MI-AFM). Increasing JH=U, the
system now enters a FM region. Interestingly, at inter-
mediate U=W and 0.21≲ JH=U ≲ 0.30, due to the strong
competition between JH=U and U=W, the system is in an
exotic OSMP-FM state with the selective localization of
electrons on one orbital, while other orbitals remain
metallic. This state was much studied recently
[36,55,56] and will not be discussed here further. At both
large U=W and JH=U, the system develops a gap and
becomes insulating, defining the MI-FM state of our
focus. From experiments [38,39], COFS should be located
at the MI-FM phase. Here, the large U renders all orbitals
localized and in a high-spin state leading to the unusual
FM configuration explained before via second-order
perturbation theory.

For the prototypical value JH=U ¼ 1=4, the electronic
occupancy and local moment are in Fig. 5(a). In the small-
U metallic PM phase, the nγ values of all three orbitals
evolve smoothly from the noninteracting limit with increas-
ingU: the extra electron gradually transfers from sector 1 to
sector 2 until a critical U ∼W. When U=W ≳ 4 and
arriving to the MI-FM phase, the extra electron has totally
transferred to γ2, leading to n2 ¼ 2, while n0 ¼ n1 ¼ 1. In
the MI-FM region, the fluctuations of all three orbitals are
suppressed and the total spin squared, Fig. 5(a), saturates to
2, i.e., spin 1, the maximum number our study can generate
(four electrons in three orbitals per site). In this sense, our
results agree with powder neutron scattering that also
reported a spin close to the maximum possible for
Fe2þ [57].
The spin structure factors SðqÞ for U=W ¼ 2 and 10 are

in the inset of Fig. 5(b). SðqÞ displays a sharp peak at q ¼ 0
for both U=W ¼ 2 and 10, indicating FM order within the
OSMP and MI regions, the latter as in experiments [38,39].
The corresponding single-particle spectra and DOS for
JH=U ¼ 1=4 and U=W ¼ 10 are in the Supplemental
Material [48]. Orbitals γ0 and γ1 are half filled with a
gap, while orbital γ2 is fully filled. Then, the final gap
becomes ∼2.5 eV.
Conclusions.—The iron oxychalcogenide COFS with

n ¼ 6 electrons per Fe was studied by DFT, by DMRG

applied to a three-orbital model, and by second-order
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FIG. 4. DMRG phase diagram of the three-orbital Hubbard
model varying U=W and JH=U, using an L ¼ 16 chain. Different
phases are indicated, with the conventions metal (M), Hund metal
(HM), orbital-selective Mott phase (OSMP), Mott insulator (MI),
paramagnetic (PM), AFM, and FM phases. Small circles indicate
specific values of data points that were investigated with DMRG.
The phase boundaries should only be considered crude approx-
imations because a mixture of competing states as well as
incommensurate phases were detected near those boundaries.
However, the existence of the four phases shown was clearly
established, even if the boundaries are only crude estimations.
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perturbation theory to gain intuitive insight. We showed
that in COFS interorbital electronic hopping amplitudes
can become comparable or larger than the intraorbital
hoppings due to geometrical reasons, stabilizing an insu-
lating FM state. The proposed mechanism was confirmed
via DMRG. Our rich phase diagram suggests that COFS is at
strong U=W, as in experiments [38,39]. The proposed
mechanism requires JH to be robust as well, as in iron
superconductors. We predict that the similar chain system
Na2FeX2 [58] should also exhibit FM coupling along the
chain direction.
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